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Motivation: Study of Factors Related to Breast Cancer
Care

Data were systematically missing and correlated with factors
such as

year of diagnosis
patient affiliated institution
severity of disease

We were particularly interested in synergistic associations

Application of multiple imputation using different software in
the presence of interaction gave different answers



What should we do about missing data?

Prevent it!

Likelihood-based methods that specify the joint distribution of
both observed and missing data are efficient

Little and Rubin. Statistical analysis with missing data.
Wiley-Interscience. 1987.

However,

Likelihood-based methods are complicated to impliment

MI-based methods provide estimates with similarly desirable
statistical properties

MI is easily accessible through mainstream software



Some background: Patterns of missingness

There are 3 main categories for describing missing data pattern

1. Missing completely at Random (MCAR)

Missingness is unrelated to any factor

2. Missing at Random (MAR)

Missingness depends only on observed values

3. Not Missing at Random (NMAR)

Missingness is related to unobserved values



Some background: Multiple Imputation (MI)

MI is a simulation-based method for filling in missing values using
observed data (valid if MAR)

Typical MI approach involves 3 basic steps

1 Imputation

2 Model fitting

3 Summarize estimates using Rubin’s Rules (Rubin, 1987)



Some background: Multiple Imputation (MI)
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Algorithm: JM vs FCS

Joint Modelling (JM)

Specify joint model, usually under multivariate normal (MVN)

Derive posterior predictive distribution i.e. distribution of
unobserved values conditional on observed data

Fully Conditional Specification (FCS)

Designed to handle variables of mixed type

Specify conditional model for each missing variable

Impute data on a variable-by-variable basis

van Buuren (2007) compares the two methods in greater detail



Challenges - User has to make decisions

Imputation method to employ

Variables to include in the imputation model

Number of imputations

Model selection

Longitudinal data

Variables of mixed type

Especially nominal categorical variables such as race

Derived variables

Higher order terms (X 2)
Interaction effects (X1 × X2)
Propensity scores
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Why is nominal categorical variable a challenge?

Even though nominal categorical variables (e.g. race) are usually
coded as numerical, the values are purely representative.

They are converted into dummy variables in the regression model.

In the imputation model, do we enter them as

One class variable?

Series of dummy variables?



How does each method handle categorical variables?

Joint Modelling (JM)

If the imputation model is Y ,XAge ,XMale ,XRace

The imputed value will not necessarily be a whole number

Original Data Imputed Data 1
ID Age Male Race ID Age Male Race
1 60 1 2 1 60 1 2
2 50 . 3 2 50 1.2 3
3 . 0 . → 3 44.4 0 -1.1
4 40 0 . 4 40 0 4.3
5 55 1 1 5 55 1 1

Options
1 Round the values (rounding at 0.5 is not recommended for

binary variables, Horton 2003)
2 Use these values (not an option for Race)
3 Use dummy variables in the imputation model as you would in

your regression model



Making use of dummy variables in the imputation model

Joint Modelling (JM)
What does your regression model look like?

Y = β0 + β1Age + β2Male + β3Black + β4Asian

Original Data Imputed Data 1
ID Age Male Black Asian ID Age Male Black Asian
1 60 1 1 0 1 60 1 1 0
2 50 . 0 1 2 50 1.2 0 1
3 . 0 . . → 3 44.4 0 0.1 0.2
4 40 0 . . 4 40 0 0.3 1.5
5 55 1 0 0 5 55 1 0 0

Options
1 Round the values (rounding at 0.5 is not recommended for

binary variables, Horton 2003)
2 Use these values



How does each method handle categorical variables?

Joint Modelling (JM)

Rounding options for binary variables

Bernaards (2006) – Calculate cut-off value based on a normal
approximation to the binomial distribution

Yucel (2008) – Observed proportions

Demirtas (2009) – Round at 0.5, run logistic regression model to
use as a refinement

Rounding options for categorical variables

Allison (2000) – Missing Data

Song (2009) – Correction of Bias in Imputing Missing Values of
Categorical Variables

Yucel (2011) – Gaussian-Based Routines to Impute Categorical
Variables in Health Surveys

These methods are not implemented in most software.



How does each method handle categorical variables?

Fully Conditional Specification (FCS)

Specify a set of imputation models for each variable

Use linear regression to impute age
Use logistic regression to impute sex
Use multinomial regression to impute race

Original Data Imputed Data 1
ID Age Male Race ID Age Male Race
1 60 1 2 1 60 1 2
2 50 . 3 2 50 1 3
3 . 0 . → 3 44.4 0 1
4 40 0 . 4 40 0 3
5 55 1 1 5 55 1 1

Imputed data are ready to be analyzed.



How to handle interaction variables?

Options for JM and FCS

Impute then transform

Transform then impute

Active imputation

Transform, impute, then transform again

Additional options for FCS

Passive imputation

von Hippel (2009) suggests to transform then impute, rather than
impute then transform



Options for Interactions: Active vs Passive imputation

Active Imputation

Assumes the interaction variable to be another independent
variable

Include the interaction variable in the imputation model with
all other variables including the main effects

Passive Imputation

Passively imputes the interaction variable

Interaction variables are used to impute other missing values
but not the main effects

MI by FCS Vars in Imp Model
Variable Active Passive

X1 Y ,X2, I12,Z Y ,X2,Z
X2 Y ,X1, I12,Z Y ,X1,Z

I12 : X1 × X2 Y ,X1,X2,Z –
Z Y ,X1,X2, I12 Y ,X1,X2, I12



How does each method handle interaction variables?

Active Imputation

The relationship between the interaction effect and the main
effects are not necessarily internally consistent

Original Data Imputed Data 1
ID Age Male Age × Male ID Age Male Age × Male
1 60 1 60 1 60 1 60
2 50 . . 2 50 1 40
3 . 0 . → 3 44.4 0 2
4 40 0 0 4 40 0 0
5 55 1 55 5 55 1 55



How does each method handle interaction variables?

Passive Imputation

The relationship between the interaction effect and the main
effects is preserved

Original Data Imputed Data 1
ID Age Male Age × Male ID Age Male Age × Male
1 60 1 60 1 60 1 60
2 50 . . 2 50 1 50
3 . 0 . → 3 44.4 0 0
4 40 0 0 4 40 0 0
5 55 1 55 5 55 1 55



Another Challenge

Interaction between two nominal categorical variables

van Buuren recommends FCS over JM, but he did not include
interaction terms in his simulations

von Hippel claims passive imputation is biased, but his
simulations only included interactions between two continuous
variables, or interactions between a binary and a continuous
variable



Categorical Interaction Variables

JM

1 Convert interaction and other categorical variables into
dummy variables

2 Multiply impute the data containing dummy variables

3 Use imputed dummy variables in the scientific model

FCS

1 Compute interaction variable

2 Multiply impute the interaction variable as one class variable

3 Convert interaction variable into dummy variables to include
in the scientific model



Categorical Interaction Variables

Race: X1 =


1, if White

2, if Black

0, Other

Drug: X2 =


1, if drug A

2, if drug B

0, if drug C

Scientific Model:

Y = α + β1XW + β2XB + β3XDA + β4XDB

+ β5XWXDA + β6XWXDB

+ β7XBXDA + β8XBXDB + e



Imputation Model for JM and FCS

Scientific Model:

Y = α + β1XW + β2XB + β3XDA + β4XDB

+ β5XWXDA + β6XWXDB

+ β7XBXDA + β8XBXDB + e

Imputation Model in JM:

Y ,XW ,XB ,XDA,XDB ,XWXDA,XWXDB ,XBXDA,XBXDB ,Z

Imputation Model in FCS:

Y ,XRace ,XDrug , IRace×Drug ,Z

*IRace×Drug has 5 categories



Software choices

SAS - PROC MI and PROC MIANALYZE
JM
Recently introduced FCS in version 9.3
No option for passive imputation

Stata - ice and micombine
FCS
Option for passive imputation

R - mice and pool
FCS
Option for passive imputation

There are many more choices but we will focus on these commands



SAS - PROC MI JM

Pros

User-friendly
Computationally efficient

Cons

No passive option



SAS - PROC MI FCS

FCS Modelling Options

discrim (discriminant function method)
logistic (logistic regression method)
regress (linear regression method)

Pros

User-friendly

Cons

FCS option is still in experimental stage
Logistic option only for ordinal logistic regression
Discrim option only utilizes continuous variables as predictors
Computationally inefficient
No passive option



Stata - ice

FCS Modelling Options

regress (regression method)
logit (logistic regression method)
ologit (ordinal logistic regression method)
mlogit (multinomial logistic regression method)

Pros

User-friendly
Passive option available

Cons

For multi-level (usually 6 or more), ice often gives an error for
mlogit option (can use the persist option to ignore the error)
Passive option in ice needs care for specifying interaction
between two multi-level nominal categorical variables

Stata also has ’mi’ in which ’mi impute mvn’ performs JM



Passive option in ice

Command:
∗manually generate interaction variable

gen int = 0

replace int = 1 if x1 == 1 & x2 == 1

replace int = 2 if x1 == 1 & x2 == 2

replace int = 3 if x1 == 2 & x2 == 1

replace int = 4 if x1 == 2 & x2 == 2

ice x1 x2 int z y, passive(int:x1*x2)

cmd(x1 x2:mlogit) saving(imp.dta) m(10)

Even if we explicitly create the interaction beforehand, because the
passive option computes int by multiplying x1 and x2, the
imputed values of int will only have 4 levels (0, 1, 2, 4)



Passive option in ice

Reassign values for X2

X1 =


0

1

2

X2 =


0

3

5

X1 × X2 =



0

3

5

6

10
∗passive imputation

ice x1 x2 int z y, passive(int:x1*x2)

cmd(x1 x2:mlogit) saving(imp.dta) m(10)

∗analytic model

micombine logit y b0.x1 b0.x2 b0.int



R - mice

FCS Modelling Options

norm.nob (Linear regression)
norm (Bayesian linear regression)
logreg (Logistic regression)
polyreg (Polytomous/unordered regression)
lda (Linear discriminant analysis)

Pros

Flexible
Passive option available
Automatically creates dummy variables for factor variables

Cons

Categorical variables need to be factor variables [as.factor()]
Passive option requires intricate coding



Simulation Scenarios

Scenario Outcome X1 X2 Missing
proportion

1a Binary Binary Binary 20%
1b Binary Binary Binary 40%
1c Continuous Binary Binary 20%
1d Continuous Binary Binary 40%

2a Binary Binary 3-level categorical 20%
2b Binary Binary 3-level categorical 40%
2c Continuous Binary 3-level categorical 20%
2d Continuous Binary 3-level categorical 40%

3a Binary 3-level categorical 3-level categorical 20%
3b Binary 3-level categorical 3-level categorical 40%
3c Continuous 3-level categorical 3-level categorical 20%
3d Continuous 3-level categorical 3-level categorical 40%

‡ m=10 imputations



MI Choices

Software
JM FCS

No round Round∗ Active Passive

PROC MI JM ACTIVE JMR ACTIVE LOGISTIC
(SAS) JM TIT JMR TIT DISCRIM

ice (Stata) ICE ACTIVE ICE PASSIVE

mice (R) MICE ACTIVE MICE PASSIVE
∗If binary, round at 0.5 → Shown to be biased (Horton, et al.)
∗If categorical, round using Allison’s method for nominal categorical variables



Simulation Results
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Example Data

Breast Cancer Care from Two Different Hospitals

ID Hosp Mastectomy AgeDx Stage YearDx Race

1 1 1 64 1 2008 1
2 0 0 47 NA 1999 NA
3 0 0 80 NA 2009 1
4 1 1 55 3 2003 1
5 1 0 60 NA 2009 1
6 1 0 58 1 2009 1

Total N = 7747

Missing variables – Stage (26%), Race(13%)

Overall missing proportion – 31%

Logistic regression model
Outcome – Mastectomy
Predictors – Hospital, Age, Stage, Year, Race, Hospital ×
Stage



Comparison Across Software

Odds Ratios SAS JM Stata ice R mice
CC Active TIT Active Passive Active Passive

Hosp A Stage 0 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Hosp A Stage 1 1.17 1.12 1.25 1.14 1.11 1.15 1.09
Hosp A Stage 2 2.99 2.65 3.18 3.02 2.65 2.93 2.67
Hosp A Stage 3 8.73 6.62 8.24 8.07 7.24 8.48 7.68
Hosp A Stage 4 0.69 0.82 0.69 0.63 0.73 0.64 0.62

Hosp B Stage 0 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Hosp B Stage 1 1.00 0.92 0.90 1.18 0.95 1.24 0.92
Hosp B Stage 2 1.85 1.74 1.67 2.10 1.74 2.14 1.71
Hosp B Stage 3 4.13 3.71 3.68 4.52 3.87 4.07 3.98
Hosp B Stage 4 0.33 0.91 0.90 1.11 0.94 1.20 0.90

Age 0.99 0.98 0.98 0.98 0.98 0.98 0.98
White vs Other Race 0.79 0.84 0.82 0.83 0.82 0.82 0.84
Year 0.97 0.98 0.97 0.97 0.97 0.97 0.97



Recommendation

SAS Proc MI

Use JM – FCS option is still experimental and results are
biased
No need to round
Use active imputation

Stata ice

Use passive imputation
Increase the number of imputation when using the persist
option
If using passive imputation, make sure all levels of interaction
variable are present
May be worthwhile to compare two approaches

R mice

Study the imputation object, especially if using passive
imputation (Method vector, Predictor matrix)
Use active or passive imputation
May be worthwhile to compare two approaches



Conclusion

Do not treat imputed values as real – Summarized estimates
and inference are the most important

e.g. Do not create Table 1 from the imputed data

Make sure you know what method/option is used

JM or FCS?
Active or Passive?
Interactions?

Perform sensitivity analysis

Try a different approach
Increase the number of imputations

Keep up with the literature

Study the software manual
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JM with Impute then Transform Approach in SAS



JM Using Active Imputation in SAS



FCS Using Active Imputation in Stata
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FCS Using Active Imputation in Stata



FCS Using Passive Imputation in Stata



FCS Using Passive Imputation in Stata



FCS Using Passive Imputation in Stata



FCS Using Active Imputation in R
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FCS Using Passive Imputation in R
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